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Abstract

Traditionally, finding the corresponding points has
considered to be the most difficult part of stereo matching
algorithms. Usually, the correspondence for a feature
point in the first image is obtained by searching in a
predefined region of the second image, based on the
epipolar line and the maximum disparity. The reduction of
the search region can increase the performance of the
matching process, in the context of the execution time and
the accuracy. We proposed a new matching strategy to
reduce the search space for the edge-based stereo
correspondence algorithms. Considering the maximum of
the disparity gradient in the real scene, we formulated the
relation between the maximum search space in the second
images with respect to the relative displacement of the
continuous edges (as the feature points) in the successive
scan lines of the first images. Then we developed some
very fast stereo matching algorithms, based on the non-
horizontal edges as feature points, and the normalized
cross correlation criteria (NCC) with different sizes of the
matching block (as the similarity measures). We applied
these new algorithms on the Renault stereo image and
compared the result with those of a traditional matching
algorithm (20 pixels search regions and NCC with size of
15X15). The speed up of these new algorithms is between
2.8 to 13.8 and the percentage of errors is between 0.5 to
5.4.

1. Introduction

Stereo vision refers to the ability to infer information
on the 3D structures and the distances of a scene from at
least two images (left and right), taken from different
viewpoints. The most essential problems in a stereo
system is correspondence [1]. The correspondence
consists of determining which item in the left image
corresponds to which item in the right image. It is usually
not a good practice to try to find the corresponding points
for all pixels. For example, a point in a uniform region in
one image may correspond to many points in the
corresponding region in the other image. Feature points or
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matching primitives are selected so those unambiguous
matches could be resulted [2]. Depth in the stereo system
is related to the inverse of the disparity, which is the
difference between the position of the corresponding
points in the left and right images.

The correspondence, which is the most complex stage
in stereo algorithms, is classified into three categories:
area-based (or correlation based), feature-based, and
pixel-based methods [3]. In the area-based methods, the
elements to be matched are image windows of fixed or
variable sizes, and the similarity criterion can be a
‘measure of the correlation between the windows in the two
images. Feature-based methods match feature points in the
left image to those in the right image, so these methods
restrict the search for the correspondence to a sparse set of
feature points. Feature-based methods use a measure of
distance between feature descriptors. In these methods,
interpolation is a necessity for computing the depth for
non-feature points. Pixel-based methods perform the
matching at each pixel, using the measurements at a single
pixel. In these methods, a dense disparity map can be
obtained.

Generally in area-based or feature-based approaches, to
find the correspondence of each feature point in one
image, the whole of the other image must be examined as
the search region. The reduction of the search region can
reduce the complexity of matching and increase the
accuracy. Most stereo matching algorithms narrow down
the number of possible matches for each feature by
enforcing suitable constraints on the feasible matches and
proper matching strategies, which are discussed in the next
subsections.

1.1 Matching constraints

In the stereo correspondence, some matching
constraints are generated based on the underlying physical
principles of the world imaging and steropsis. Some of the
common constraints incorporated in stereo algorithms
include:

1- Epipolar constraint: Corresponding points must lie on
the corresponding epipolar lines. Epipolar lines are



defined by the intersection of the epipolar planes and the
image plane [1].

2- Disparity limit constraint: Regarding to the maximum
and minimum of the depth and geometry of stereo system,
the maximum disparity range can be estimated [4].

3- Ordering constraint: A left-right ordering relationship
between two pixels in the left image should have the same
ordering correspondence pixels as in the right image [5].
4- Uniqueness constraint: Correspondence should be
unique. In other words, each feature can have at most one
match [5].

5- Figural continuity constraint: Disparity along an edge
contour changes smoothly, so there should be no disparity
discontinuities along a contour [6].

6- Disparity gradient limit: The maximum gradient of the
disparity is limited, so the disparity gradient between
matched primitives is restricted [7].

The epipolar constraints reduce the search region from
the whole of the second image (two-dimensional space) to
the one-dimensional (epipolar) line [1]. Moreover,
disparity limit narrows down the one-dimensional search
from the full search to the restricted space [4]. In some
special case, ordering constraint can also reduce the search
region [5]. The uniqueness constraintl, the figural
continuity constraint [6] and the disparity gradient limit
are used to detect false matches and to correct them [8].

1.2. Matching strategy

In addition to the constraints and consistency checks,
several control strategies have been proposed by many to
further reduce the search region and the ambiguity, and to
enhance stereo matching performances. Some of the
common and popular ones are:

1- Coarse to fine strategy: In coarse to fine strategy,
information obtained at a coarse scale is used to guide and
limit the search for the matching of finer scale primitives
or feature points. In this approach, the initial matching
begins at a coarse scale where the feature density is low
due to the scale change. This reduction in feature density
reduces the search space, which in turn makes the
matching easier and faster, but not necessarily more
accurate, because the localization at coarse scale is less
accurate. Such multiscale strategy can be used with scale
specific primitive representation and can be incorporated
into the area-based, the feature based, and the pixel based
correspondence  techniques. These techniques are
classified in two categories: Initial estimation atlowest
scale called multiresolution, and initial estimation at finest
scale. In the multiresolution strategies, the initial matching
begins at the lowest scale and then extended to finer ones
[2]. This approach can be applied in both temporal space
(graylevel) and frequency space. Usage of the hierarchical
Gaussian basis functions3 (in temporal space) and
complex multiwavelets [9] (in both temporal and
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frequency space) are common techniques in stereo vision.
In the finest scale method, the disparity estimation of large
blocks in the fine level is used as initial estimation of
disparity for the entirety of blocks, then the disparity is
calculated within each block accuratelyl [5].

2- Structural and hierarchical multi primitives: In
hierarchical and structural stereo approaches, semantically
rich primitive representations like regions, lines and edge
segments are derived from an image and matched.
Relational properties are used in addition to the spectral
properties in the structural methods to reduce the search
space and to disambiguate the stereo matching [2].

Non of these strategies uses the stereo constraints to
reduce the search region. But we will introduce the
utilization of the disparity gradient limit to do so. In next
section, we briefly discuss the disparity gradient concept
and its application in some stereo methods. Then we will
formulate the reduction of the search region in the stereo
matching of the connected non-horizontal edges in
successive scan lines (for example edge segments). Then
we will develop very fast stereo correspondence strategy
based on this new formulization for the connected non-
horizontal edges as primitives. This strategy can be used
with other primitives and methods.

2. Search space and disparity gradient limit

Fig 1 shows the cameras geometry for stereo vision
where the cameras optical axes are parallel to each other
and perpendicular to the baseline connecting the two
cameras L and R. For a point P(X,Y,Z) in 3D scene, its
projections onto the left image and the right image are
pi(x'y') and p'(x’y’). Because of this simple camera
geometry, y'=y' and the disparity d is inversely
proportional to the depth Z:
d=x'-x"=bf12Z ‘ ¢))
Where f is the focal length of the camera lens and b is the
separation of two cameras or baseline.

Given two points P(X,,Y,Z;) and Py(X;,Y2.Z,), their
disparity gradient §d can be defined as the difference in
disparities divided by the cyclopean separation, where
cyclopean separation is the average distance between
@'1,p'>) and (p"1.p"2). Suppose a virtual camera is placed in
the middle of the cameras L and R, i.e., at position of the
origin. Therefore, we have:

d2=xé—x;, d, =xi‘x;
r r 2
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With these definitions, we can define 8d as:
8d =|d, -d|/|p; - pf ®




Where ||.]| denotes the vector norm. Note that from its

definition, &d is always a nonnegative number.
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Figure 1. Defining disparity gradient in the stereo
system with parallel cameras

The value of 84 can be used to define various stereo- .

matching constraints, which are explained before. A bnef
summary follows [11]:

&d >2- Violation of non-reversal order constraint.

&d =2- Violation of uniqueness constraint.

&d <1.1 or 1.2- Disparity gradient limit.

&d <<1- Figural continuity constraint.

2.1 Disparity gradient in stereo correspondence
Bult and Julesz [7] provided evidence supporting the

claim that, for binocular fusion of random dot stereograms
by the human visual system, the disparity gradient must

not exceed the unity. Pollard, Mayhew and Frisby [8] -

suggested that for most natural scene surfaces, including
jagged one, the disparity gradient between correct matches
is usually less than unity (<1). For discarding ambiguity in
the correspondence problem, they impose a disparity
gradient limiting constraint among the candidate matches.
Pollard et al. [10] pointed out the intrinsic relationship
between the disparity gradient, surface orientation, and the
depth in 3D scenes. Li and Hu [11] used the disparity
gradient as the basis for the unified cooperative stereo
matching. They selected some families of neighborhood
support functions based on the disparity gradient. In next
subsection, we discuss about the restriction of the search
region for matching edge segments, based on the disparity
gradient limit, and then propose some very fast stereo
matching algorithms.

~ 2.2 Relation Between & and Search Region

Now, we can formulate the relation between &d and the
search space in stereo correspondence. If we substitute the
relation (2) into equation (3), we have:

4 3= -0 =)
H(pz +p5)- (pl +n j

&=|d2 "dM PP
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We can define Ax; and Ax, as the difference between
position of p,and p; in the left and right images. In the
other hand, we have:

Ax,=xy —x|, Ax,=x]—x/ 5)
So &d can be changed to:
5 = 2|ax, - Ax,| (6)

J(Ax; + Ax,)? + (Ay, + Ay,)?

Suppose we want to match the continuous non-
horizontal edges in successive scan lines; in this case, we
have Ay,;= Ay, =1, so we have:

2|Ax, — Ax,|
J(Ax, + Ax,)? +(2)°

8d = M

In a typical stereo system like human vision, the
reasonable limit of disparity gradient is about 1.1 or 1.2",
So we assume that 8d<1.2. By substituting in equation (7),
we can solve the resulting non-equality of (8).

0.64Ax? +0.64Ax7 —2.72Ax,Ax, —1.44 <0 ®

Suppose the feature points in the left image are
continuous non-horizontal edges in subsequent scan lines.
If we know the value of Ax; in the left image, we can
restrict Ax, in the right image. Five cases are investigated:
Ax=0, Ax;=t1 and Ax,=%2. For example in case of Ax;=0
we have, -1.5%Ax,<+1.5. This means that for two
continuous edge points in the subsequent scan line of the
left image that their position is the same in x direction, by
context of 8d <1.2, the maximum allowable range of Ax,
will be 1.5 pixels in the right image.

Table (1) shows the relationship betwecn Ax; and Ax,
for the above five cases. Since the unit of pixels can not
have fractional part, so we rounded Ax, and then we have

~extended the range of &d. Third column of the table (1)
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shows the extended value of &d in both negative and
positive limits. In all cases, the condition of dd <1.2 is met

and even in some cases (negative limit for Ax;=-1 and -

positive limit for Ax; = +1), the maximum allowable range
of 8d for non-reversal reorder constraint is achieved. In
the next section, we propose some fast area-based
algorithms based on this restriction in the search region.
However, emphasis is not on the algorithms themselves,
but on the effect of reduction the search region, resulting
in lower execution time.
Table 1. The relation betweenAx,, Ax
and extended range of 5d

Value Rounded range of Ax, Extended

of Ax range of &d
-2 {-9,-8,-7,-6,-5,-4,-3,-2,-1,0} 1.41<8d <+1.25
-1 {-5,4,-3,-2,-1,0,+1} -2< &d <+1.26
0 {-2,-1,0,+1,+2} 1.41< 8d +1.41
+1 {-1,0,41,42,43,+4,+5} -1.26< &d <+2
+2 {0,4+1,+2,43,44,45,46,+7,4+8,49} [1.25<8d <+1.41

3. Fast stereo algorithms

In the calibrated stereo system with parallel optical
axes, the area based or the feature based correspondence
consist of two stages: feature point (or primitives)
extraction and stereo matching [1]. Most of fast stereo
algorithms use low-level primitives like edges, those that
do not require sophisticated semantic analysis in their
extraction. Matching the horizontal edges 'm,'/thc stereo
system with parallel optical axes is a probl/em [12], so
some authors used non-horizontal edges as feature points
[13]. In a correlation based framework, stereo matching
for a pixel in a reference image (left) is obtained by
searching in a predefined region of the second image
(right). Most currently used fast stereo methods belong to

the category of linear correlation methods, which include
those based on sum of squared differences (SSD) and
normalized cross correlation (NCC). In the stereo system
that the left and the right cameras are different, NCC is
preferable since it is invariant to linear brightness and
contrast variations between the perfect matching windows.
The value of NCC is between -1 and +1, and a larger value
indicates more similarity between windows [14]. The
window size in the correlation-based methods is very
important. As the window size decreases, the
discriminatory power of window based criterion is
decreased and some local maximum in NCC could have
been found in search region. Moreover, continually
increasing the window size causes the performance to
degrade because of occlusion regions and smoothing of
disparity values across depth boundary [14].

We showed that the search region could be reduced via
considering the maximum value of disparity gradient. If
the disparity search range could be automatically reduced
to an effective range (about 10 pixels) then several local
maximum in NCC would stay out of the selection process
and therefore, the disparities found would be correct, even
if the size of the matching block is small [15]. Therefore,
we can use NCC with window size of even 3x3 or 5x5 in
restricted search region. Therefore, in the matching stage
of connected non-horizontal edges, our algorithms have
two phases for each connected edge.

Phase one: At the first point of the connected edges, we
use the search region based on maximum value of
disparity and NCC with window of 15x15.

Phase two: If we can find the correspondence of that
point in the second image, we use the restricted search
region based on table 1, and NCC with small size of
window for other connected edge points. If we can not
find the correspondence, the algorithm finds the first point
of the next connected edge and then goes to phase one.

Table 2. The implementation resuits of our algorithms in Renault stereo image

Algorithm | Threshold Matched points Rejected points Error points Speed up
on NCC (percentage) (percentage) (percernjge)

DGRSS 0.8 3706(98.7%) 49(1.4%) 19(0.5%) 2.8
0.7 3642(97.0%) 113(3.0%) 195(5.4%) 13.8

DGRS3 0.8 3551(94.6%) 204(5.4%) 129(3.6%) 10.2
0.9 3264(86.9%) 491(13.1%) 74(2.3%) 6
0.7 3640(96.9%) 115(3.1%) 50(1.4%) 10.6

DGRSS 0.8 3560(94.8%) 195(5.2%) 39(1.1%) 8.8-
0.9 3284(87.5%) 471(12.5%) 18(0.6%) 5.5
0.7 3648(97.2%) 107(2.8%) 51(1.4%) 10.5

DGRSA 0.8 3581(95.4%) 174(4.6%) 38(1.1%) 8.6
0.9 3309(88.1%) 446(11.9%) 15(0.5%) 5.3

Here, we propose four algorithms. In the first one, we
did not reduce the window size of NCC in phase two (we
use 15x15). We called it DGRSS. It means Disparity
Gradient based Restricted Search region and NCC with
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Sufficient size (15%15 in our implementation). In the
second one called DGRS3, the window size of NCC in
phase two was 3x3. In the third one, the window size of
NCC in phase two was 5X5, so we called it DGRSS.



Finally in the last one, the window size of NCC was
selected adaptively based on the value of Ax; (DGRSA).
Here the window size is 3x3 for Ax;= 0, 5%5 for |Ax;}= 1
and 7x7 for |Ax; |= 2. For comparing the results of the
execution time and accuracy, we choose a popular method
as reference. This area-based method which is similar to
ours, consists of non-horizontal edge points as primitives.
As a similarity criterion, NCC with window size of 15x15
is selected and a search region is considered based on the
maximum value of disparity. We implemented and tested
the reference algorithm and ours on the Renault stereo
images [16]. These images are 256x256 with 256
graylevels, and the feature point extraction stage found
3755 non-horizontal edges. For our algorithms, three value
of threshold on NCC criterion is tested (0.7, 0.8 and 0.9).
In this test image, the maximum range of the disparity was
+10 pixels. The last column in table 1, is the speed up with
respect to the reference algorithm. The results of the
matching are shown in table 2, which tabulates the number
of the matched points, the rejected points, the error points
and finally the speed up. The values in error points and
speed up columns are with respect to the reference
algorithm. Figure 2 shows the disparity maps obtained by
DGRSS and the reference algorithm. There is no
noticeable difference between these disparity maps.

4. Discussion

Our proposed methods have noticeable speed up and
acceptable error rate with respect to the reference
algorithm. The threshold value on NCC, the reduction of
the search space and the lower size of NCC are the
parameters that affect the speed up and the matching
performances. In next subsections, these parameters and
their effects are investigated in detail.

4.1 Threshold value on NCC

Increasing the value of the threshold on NCC means
that the corresponding templates have higher similarity. In
other words, increasing this parameter decreases the
matching probability and then, the matched points and the
error in matching are also decreased. This fact is obvious
from table (2). In each of our proposed algorithms,
increasing this parameter has noticeable effect on
decreasing the speed up. For example in DGRS3, the
speed up decreases to 50% when the threshold value is
changed from 0.7 to 0.9. For each set of the connected
non-horizontal edges in successive scan lines, our
proposed algorithms are implemented in two different
phases. The search space for the first point of connected
set in phase one, is sufficiently large, based on the
maximum disparity. But the search space in phase two
which is executed for the other points of the connected

168

non-horizontal edges, is reduced based on the table (1).
Then the correspondence in phase two is obtained faster
than phase one. Increasing the value of the threshold on
NCC results in increasing the number of the points that
match in the phase one, and so increases the execution
time. The phase two of our proposed algorithms is
executed subsequently. It means that n-th point, in a
connected set of the non-horizontal edges, could be
matched in the phase two if all of the previous points 2nd
to (n-1)-th are matched in this phase.

4.2 Reduction of the search space

In DGRSS algorithm, the reduced search space based
on the table (1) is used while the size of NCC is selected
the same as the reference algorithm. So this algorithm can
be used to investigate the effect of the reducing the search
space on the speed up and on the matching performances,
independent from the reducing the size of NCC.
Considering the table (1), the rejection of DGRSS is only
1.4% and the error in matching is only 0.5%. These mean
that, this search strategy which is using only the reduction
of the search space, is as powerful as the reference
algorithm. Moreover, DGRSS is executed 2.8 times faster
than the reference algorithm.

4.3 Reduction of the size of NCC window

In the DGRS3, DGRSS, and DGRSA algorithms, both
the search space and the size of NCC are reduced.
Considering the threshold value of 0.8 on NCC, the speed
up of these algorithms are 10.2, 8.8 and 8.6 respectively.
The window size of NCC in DGRS3 is 3x3, which is the
smallest size compared with the other proposed
algorithms. Then measuring the similarity in DGRS3 is
fast and of course its accuracy is a little poor,. so this
algorithm is executed very fast and of course has a higher
error percentage (5.4%) compared to the others (1.1%).

The only difference between DGRSS and DGRSA is in
the case of Ax; = *2. The speed up for DGRSS and for
DGRSA is very close together (8.8 and 8.6 respectively),
so the case of Ax; = %2 occurs rarely. DGRSA has the
highest percentage of the matched points (95.4%) and the
least percentage of the error in the matching (38 points).
However this method has higher execution time than
DGRSS, but its performance is always better than those of
DGRSS and DGRS3.

5. Conclusion

In this paper, we have presented the reduction of the
search region space in an edge based stereo
correspondence by using the context of the maximum
disparity gradient. For the reduction of the search region



in an area-based stereo correspondence, the continuous
non-horizontal edges in the successive scan lines of the
first image have been selected as the feature points.
Considering the maximum disparity gradient in the real
scene, we could formulate the relationship between the
search region in the second image and the relative
displacement of the feature points in the first image. Then
we have proposed four area-based stereo matching
algorithms based on this new restriction and the NCC as
the criterion similarity measure. The reduction of the
search region can result in the reduction of the size of
NCC window, so both of the search space and the size of
NCC are reduced in our proposed algorithms. Then our
algorithms could be executed very fast. Regarding the

@
Figure 1. Renault stereo image and the disparity map obtained by the reference algorithm and DGRSS. a)The left
image b)The right image c)The disparity map by the reference algorithm and d)The disparity map by DGRSS. The
disparity map was obtained only for the non-horizontal edges. The larger value of the disparity is shown darker.

(b)
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