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Adaptive Neuro-Fuzzy Systems (ANFIS)

» ANFIS is using neural networks for defining fuzzy membership fcns.
» In this approach
» The structure of the fuzzy system is specified.
» Then some parameters in the structure are determined according to the
input-output pairs.
» Gradient descent technique is employed to find the parameters
» Structure of the fuzzy system:

> Inference engine: Product; Fuzzifier: singleton
» Defuzzifier: center average; Membership function: Gaussian

S PIT, alexpl—(X55)2))
f(x) = M P X,i)—(/‘/ (1)
2= (I Tz arexp[—(=7)2])

i

» M is fixed, a,’- =1
» y' x! ol are the params for choose

i
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Determining The Parameters

> Represent the fuzzy system (1) as a
feedforward network.

» It will be a three layer network.

» To map x € U to the output
f(x)e VCR:
1. Pass x through a product Gaussian
<l

operator: z/ =T[7_, exp[—(%f]

2. Pass z' through a summation operator:

M

b=32,2

3. Pass z' through a weighted summation
operator: a = > 1, y'7/

4. The output of the fuzzy system is:
f(x)=a/b

layer 3
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Designing the Parameters by Gradient Descent

» The params are deflned s.t minimize the error: e? = 1[f(x0) — y&]?
>V (q+1) =7(q) —afs =¥ (a) —a'3¥2, I=1,.,M; g=0,1,...

> #Ha+1) = 5H(a) oy = X(0) a3 (7(9) = ) 2o,
I=1..M;, g=0,1,..;,i=1,..,n

—y = 2(x;0—X; 2
> ol(g+1)=0l(q) - ag“’: = ol(a) — a'3¥(7'(q) — )2
I=1,..,.M; ¢q=0,1,...;,i=1,...n
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Design of Fuzzy Systems Using Gradient Descent Training

1. Structure and initial parameters
» Choose the fuzzy system (1)
» Determine M.
> The larger M results more parameters computation, but better
approximation accuracy.
» Specify the initial parameters y'(0),x/(0), #!(0).
> They can be determined according to the linguistic rules from experts,
> or based on the idea that membership functions uniformly cover the
input and output spaces.
2. Present input and calculate the output
» For a given input-output pair (x§,y5), p=1,2,..., and at the g'th
stage of training, ¢ = 0,1,2, ..., present x} to the input layer of the
fuzzy system

gl
» Compute the outputs z/ = [T, exp[—(=%)?]

T
I;

b= 2 a=) 2w f(x) = a/b

Farzaneh Abdollahi Computational Intelligence Lecture 20 6/11



Outline Neuro-Fuzzy Systems

3. Update the Parameters
» Apply the updating rules given in slide 5.

4. Repeat by going to Step 2 with g = g+ 1, until the error |f — yj| is less
than a prespecified number E,.«, or until the g equals a prespecified

qmax .

xg+’,yg+l), go to step 2.

5. p=p+1 and use the next input-output pair (
6. If the performance is not desirable and feasible, set p = 1 and repeat
steps 2-5 again
» For on-line control and dynamic system identification, this step is not
feasible because the input-output pairs are provided one-by-one in a
real-time fashion.
» For pattern recognition problems where the input-output pairs are
provided off-line, this step is usually desirable.
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Application to Nonlinear Dynamic System ldentification
» Considering the fuzzy systems as powerful

universal approximators, it is reasonable

to use them as identifier.

» Consider the nonlinear dynamics

- y
y(k+1): f(y(k),...,y(k—n+ plant f
1), u(k), .., u(k — m + 1)) -
» f is unknown i .
> uis input; y is output —-
» The identified model will be A
Yk +1) = F(y(k), .., y(k = n+ - MY
1), u(k),...,u(k — m+1)) | T SELE
» Objective: adjust the parameters in f(x) /

s.t. the output of the identification model
y(k + 1) converges to the output of the
true system y(k 4+ 1) as k — oo
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> The 1/0 pairs: (x¢ ' y&t,

> T = (y(k), s y(k — n+1); u(k), ..., u(k — m + 1))
» it =y(k+1),and k=0,1,2,....

» Note that in the previous formula p is k and the nis n+ m.

» Example: Consider the following system to be identified:
y(k +1) =0.3y(k) 4+ 0.6y(k — 1) + g(u(k))
> g(u(k)) is unknown, for simulation define is as
g(u(k)) = 0.6sin(wu) + 0.3sin(37wu) + 0.1sin(57u)
» The identification model will be
J(k+1)=0.3y(k) +0.6y(k — 1)+ g(u(k))
» Choose M =10, a = 0.5, kppax = 200
> u = sin(2rk/200)
» Online train the system
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Anfis in Matlab

» If you want to use Anfis provided by Matlab:

» anfis only supports Sugeno-type systems

» The system should be first or zeroth order Sugeno-type systems.

» Should have a single output, obtained using weighted average
defuzzification.

» All output membership functions must be the same type and either be
linear or constant.

» Should have no rule sharing. Different rules cannot share the same
output membership function, namely the number of output membership
functions must be equal to the number of rules.

» Should have unity weight for each rule.
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