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a b s t r a c t

In this paper, the main resolution limitations in single-stage continuous-time sigma-delta modulators
(CT ΣΔMs) are analytically estimated as the function of system level parameters for wideband appli-
cations. The analytical results are supported by simulation results. The power consumption of CT ΣΔMs
is also analytically estimated as the function of system level parameters, and then, it is validated by the
reported power consumption of several state-of-the-art fabricated prototypes. Based on analytical
results, for a targeted resolution and bandwidth, an algorithm is proposed to design the system level
parameters of CT ΣΔMs for the minimum power consumption. The estimation of power consumption
and the designed parameters match well with the design of best state-of-the-art fabricated modulators.

& 2015 Elsevier Ltd. All rights reserved.
1. Introduction

Continuous-time sigma-delta modulators (CT ΣΔMs) are
widely used in power efficient high-resolution and wideband
applications [1–9]. On the other hand, CT ΣΔMs like other ADCs
are sensitive to the analog circuit non-idealities limiting their
maximum resolution especially in MHz bandwidths. The analog
circuit non-idealities and the circuit and quantization noise con-
stitute the modulator's noise floor. The reduction of each error or
noise has its own power penalty depending on the oversampling
ratio (OSR), quantizer bit-length (Nc), and modulator's noise-
shaping order (Lc). Consequently, OSR, Nc, Lc and the share of each
error in the modulator's noise floor are the most important design
parameters to minimize the power consumption for a targeted
bandwidth (BW) and resolution (B-bit).

The system level computer aided design (CAD) tools [9–11] and
analytic design procedures [12–15] are introduced for CT ΣΔMs
which are usually based on the minimization of both quantization
noise and power consumption. Also, the extensive system level
research on discrete-time (DT) ΣΔMs [16] can be employed for CT
ΣΔMs [12], while various DT-to-CT transformations are adapted
for this purpose [12]. However, the direct design of CT ΣΔMs is
more robust against the circuit non-idealities [9].

Two important aims of the available system level design
approaches are the optimum loop filter coefficients and the
amplifiers' specifications [9–11]. The loop filter coefficients are
usually optimized for the minimum quantization noise, while
stability requirements are satisfied. The amplifiers' specifications
are optimized for the minimum power consumption [9–11]. But,
these useful synthesis tools usually require the main system level
parameters (i.e. Lc, Nc and OSR) as the input variables [9–15]. These
parameters are mainly designed to suppress the quantization
noise well below the total noise floor [2,9–15]. There are various
combinations of these three parameters which can suppress the
quantization noise adequately. The comparison of synthesized
results and/or the designer experiences, based on the power
estimation, stability requirement, and circuit level non-idealities,
lead to select one of the possible combinations [1–9]. However,
besides the quantization noise, the CT ΣΔMs have other resolution
limitations widely investigated in literature [9,12,17,18,19]. The
share of these errors (especially the thermal and jitter noises) in
the modulator's noise floor are the other important system level
parameters. For example, it is well known that the thermal noise
reduction needs the most power budget, and so, it can contain the
most part of the noise floor [12,16].

In this paper, the main error sources in single-stage CT ΣΔMs,
implemented by active RC integrators, are analyzed and validated
by the simulation results where it is necessary. Considering the
required power budget to reduce each error source share in
the modulator's noise floor, the power consumption of each part of
the modulator is analytically estimated and then it is validated by
the reported power consumption of the best state-of-the-art fab-
ricated prototypes. The main aim of this paper is the system level
design of CT ΣΔMs (Lc, Nc, OSR, and the share of thermal noise
floor (αth)). For this purpose, for a given resolution and bandwidth,
the modulator power consumption is estimated as the function of
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the system level parameters, and then, a power optimization
algorithm for CT ΣΔMs is presented. The proposed algorithm
selects the best values of Lc, Nc, OSR, and αth.

The paper is organized as follows. In Section 2, the main errors
in single-stage CT ΣΔMs are analytically obtained. Section 3
estimates the power consumption of CT ΣΔMs analytically. The
power optimization algorithm is proposed in Section 4. Finally,
Section 5 concludes the paper.
2. Resolution limitations in single-stage CT ΣΔMs

The resolution of CT ΣΔMs are mainly affected by the thermal
noise, clock jitter noise, limited gain-bandwidth (GBW) and slew
rate of amplifiers, quantization noise, resistance–capacitance (RC)
product changes due to the process variations, excess loop delay,
mismatch among the digital-to-analog converter (DAC) unit ele-
ments, and the time mismatch in the rising and falling edges of
DAC pulses [12].

Some of these errors are mitigated by system level and/or cir-
cuit level techniques such that their effects on the modulator's
noise floor can be neglected. The inevitable process variations of
resistance–capacitance product are usually overcome by a digitally
adjustable capacitor bank up to 40% [2,3,5,7,8]. The limited GBW
and slew rate of amplifiers lead to an excess loop delay and data
dependent error which can be reduced by suitable circuit and
system level design techniques. The excess loop delay is com-
pensated by a fast path around the quantizer [1–8]. The mismatch
among the DAC unit elements is mitigated by dynamic element
matching [1,16], analog calibration [12], or digital techniques
[5,19]. The time mismatch in the rising and falling edges of DAC
output is reduced by using the fully-differential architecture [12].
It can be further reduced by a digital calibration [2] or it can be
eliminated by utilizing a return to zero (RZ) DAC [12].

The summation of the aforementioned errors, which can be
mitigated by system or circuit level techniques, usually constitute
a low part of the modulator's noise floor (say 10–20%), while the
thermal and clock jitter noise reductions have a significant power
penalty, and so, they usually form 70–80% of the noise floor [12].
The quantization noise contains 5–10% of the modulator's noise
floor [12–16].

2.1. Thermal noise

The overall in-band thermal noise of a fully-differential CT
ΣΔM is given by [12]:

IBN kTR BW1.1 4 2 1th t= × ( ) ( )

where k¼1.38�10�23 J/°K is Boltzmann's constant, T is the
environment temperature in Kelvin, BW is the signal bandwidth,
Rt¼RþRDACþReq is the equivalent thermal noise resistance refer-
red to the input port. R is the input resistor. RDAC denotes the
feedback or its equivalent thermal resistance and Req is the
equivalent input resistance of the amplifier thermal noise. The
coefficient 1.1 models the thermal noise of the subsequent inte-
grators as 10% of the first integrator.

For a given B-bit resolution, the modulator's noise floor is given
by:
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where VFS is the full-scale voltage of the modulator and λ�VFS is
the maximum input signal level.By assuming RDAC¼R, Req¼0.1�R
and the total thermal noise is αth (o1) times of the noise floor, the
first integrator resistance in the input signal path is given by:
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2.2. Clock jitter noise

The phase noise is the frequency interpretation of the time
jitter. According to Leeson's model, the variance of the phase noise
is given by [20]:
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where F0 is the noise factor, Sn0 is the integral of the phase noise power
spectral density, fs is the oscillation (sampling) frequency, Ps is the
signal power, and Q denotes the oscillator quality factor. The equivalent
jitter noise in second is st¼√(s2ΦN) /2πfs. A high quality factor and
more power are required to reduce st. According to the relation (4),
st¼√ (s2ΦN / (2πfs)2) is frequency independent. But, achieving a con-
stant quality factor versus the frequency is difficult. Hence, st may be
increased when a higher sampling frequency is considered.

As shown in [19], the in-band jitter noise power of the mod-
ulator with an NRZ DAC is given by:
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where Ts is replaced by 1/(2�BW�OSR) and γ�VFS/(2Nc) is a
coefficient of the quantizer's least significant bit (LSB) (It is
assumed that the number of quantization levels for an Nc-bit
quantizer is 2Nc).

For a sinusoidal input signal of Vsig� sin(ωsigt) and by using the
model of [18], it can be shown that the in-band jitter noise of the
modulator is given by:
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and

Г(.) is the Gama function. C(LC)¼π/22, 3π/24, 10π/26 and 35π/28 for
LC¼1, 2, 3 and 4, respectively. ac is the inverse of the loop gain.
Considering the maximum amplitude of the input signal [16] and
the excess loop delay in [12], ac is estimated as:
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where αELD is a constant term depending on the normalized excess
loop delay (related to Ts), Lc and Nc. Based on the simulation results
for Nc¼3, and Lc¼3, 4 and 5, we have αELD¼0.95, 1.05 and 1.1,
respectively. A typical value of αELD is 1.

As a rule of thumb (based on extensive simulation results), the RZ
DAC is approximately 2Nc�1 times more sensitive to the clock jitter
noise than the NRZ DAC. The clock jitter restricts the maximum value
of OSR in modulators with NRZ and RZ DACs, respectively, as:
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where the jitter noise is assumed to be αj (o1) times of the mod-
ulator's noise floor.
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2.3. Quantization noise

The noise transfer function of an LC-th order modulator
(without any zero optimization) is NTF(f)¼(fs/ac(2πf))Lc. Hence, the
in-band quantization noise can be expressed as:
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where the term (Lc�0.5)2 is due to the optimization of a pair of
NTF zeros when Lc42.
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2.4. Limited gain bandwidth of amplifiers

The gain bandwidth (GBW) of an ideal integrator is ωu–int–i¼gfs,
where g is the integrator gain and fs is the sampling frequency. The
integrator gain for signal path can be expressed in terms of the signal
path resistor and integrating capacitor (CI) [12] as g� fs¼1/RCI. The
limited GBW of the amplifier changes the integrator's transfer func-
tion and results in a gain error and delay [21]. Approximating the
amplifier by a single-pole (dominant pole) with a DC gain of A0 and
�3 dB bandwidth of ωp, the amplifier GBW is ωuc¼A0�ωp, and
thus, the integrator transfer function is obtained as [22]:
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where βf is a defined metric similar to the feedback factor. Con-
sidering Fig. 1, it is defined as the ratio of Thevenin equivalent
resistance seen at the virtual ground of the integrator (Rin) to the
signal path resistor (R), i.e. βf¼Rin / R. βf is always equal to or less
than unity. Similar to the feedback factor, reducing βf results in more
power in the amplifier. By reducing the input branches of the inte-
grator or by using a current steering DAC, βf can be increased up to
unity.

The relation (11) has a dominant pole and its normalized GBW
to the GBW of an ideal integrator is given by:
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The GBW of a single-pole amplifier with an effective trans-
conductance of Gmc and capacitance load of CI is ωuc¼Gmc/CI.
Considering g� fs¼1 / RCI, ωuc is equal to:

G C G R gf/ 13uc mc I mc sω = = × ( )

Considering the relation (12), in [22], it is stated that for a
constant ratio of a real integrator GBW to the ideal one, a lower g is
corresponding to the lower amplifier GBW (ωuc). This state is not
wrong, but it leads to a misunderstanding. According to (13),ωuc is
proportional to g. Hence, for a constant ωuc, reducing g requires a
higher Gmc, and thus, more power consumption in the amplifier is
needed. By substituting the relation (13) into (12), the ratio of the
real integrator GBW to the ideal one is obtained as:
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Fig. 1. Circuit level implementation of an active RC integrator.
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Relations (13) and (14) show that Gmc�Rin product is a determi-
nant parameter for the amplifier and integrator GBW requirements,
respectively. By applying additional paths to the input of the inte-
grator or using a resistive DAC, the input equivalent Thevenin resis-
tance of the integrator (Rin) is decreased. So, to preserve the Gmc�Rin
product constant, more power is needed to enhance the Gmc. Usually
a current steering DAC is used in CT ΣΔMs (RDAC » R) and additional
branches are not injected into the first integrator leading to RinER
and βfE1. So, for the sake of simplicity, Rin¼R and βf¼1 are assumed
in this paper.

According to (14), for a gain error less than 1.3 dB, which leads
to less than 1.3 dB increment in the in-band quantization noise,
GmcR¼ωuc/(gfs)¼2π is enough. Besides the gain error, the delay of
integrator is also important. The second pole of H(s) in relation
(11) is ωp2Egfs(1þGmcR), and so, the integrator delay in second is
approximately equal to:
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Fig. 2 illustrates the Bode diagram of the integrator transfer
function given in relation (11) for ωuc¼2πgfs (GmcR¼2π), fs¼1 and
two values of integrator gain, g¼1 and g¼0.125. Solid lines show
the ideal values while the dashed lines depict the simulated real
values. For both values of g, the amplitude diagram of the ideal and
real transfer functions are well matched at ω¼ fs¼1. The phase
diagram of the real transfer function with g¼1 has a phase error of
π/23 at ω¼ fs¼1 (a delay of 0.136Ts), while for g¼0.125, the phase
error at ω¼ fs¼1 is π/3.77 (a delay of 0.83Ts). The results of Fig. 2
are well matched with the predicted value of relations (14) and
(15). As a result of the previous analysis, the delay of an integrator
is the most important design parameter. By substituting R from the
relation (3) in (15), for a relative delay less than ατ¼τd/Ts, the Gmc

of the front-end amplifier should be as:
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where g1 is the first integrator gain (Fig. 4) and the coefficient
1.4 accounts for the worst case design while process variations
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Fig. 2. Bode diagram of integrator transfer function (H(s) in relation (11)) for fs¼1
and two values of g.
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cause an RC product changes up to 40%. As explained before, this
RC variation is compensated by a digitally adjustable capacitor
bank which may increase the value of CI up to 40%.

Fig. 3 shows the in-band noise of single-stage CT ΣΔMs ori-
ginated from three sources in 20 MHz BW with a quantizer bit-
length of Nc¼3. Solid lines show analytical values of thermal noise,
noise floor, jitter noise (NRZ-DAC) and quantization noise from
relations (1) (with αth¼0.6)), (2), (5), and (10), respectively. The
dashed lines correspond to the simulation results of both quanti-
zation and jitter noise in the modulator shown in Fig. 4. The
simulation results of jitter noise are presented just in the regions
where it is dominant over the quantization noise. The other noises
are assumed to be mitigated by the aforementioned circuit or
system level techniques such that their summation constitutes 10–
20% of the modulator's noise floor.

According to Fig. 3, there is a trade off in the design of OSR. The
trend of jitter noise with OSR is incremental while the quantiza-
tion noise decreases when the OSR is increased.
3. Power estimation

In this section, the power of single-stage CT ΣΔMs is estimated
as a function of the system level parameters. For this purpose, the
power budget of each part of the modulator is separately esti-
mated. The available power reports of recently fabricated mod-
ulators are used to validate the power estimation of each part.

3.1. Power consumption of amplifiers

For a class A amplifier, the static power constitutes approxi-
mately the overall power consumption. According to the previous
assumption, the amplifiers have an effective transconductance
of Gmc. The power consumption of each amplifier is
Pamp¼nb� IB�Vdd¼nb� (GmcVeff/2)�Vdd where nb is the number
of branches, IB is the bias current of each branch, Vdd is the supply
voltage, and Veff denotes the effective voltage of MOS transistors
providing Gmc. Due to the first-order noise-shaping ability of the
first integrator, the power consumption of the second amplifier is
scaled down compared to the first one. The noise of the second
amplifier is shaped by a first-order high-pass filter approximately
equal to s/(g1� fs) in the signal bandwidth where g1 is the gain of
the first integrator. In other words, the input-referred noise power
of the second amplifier is multiplied by ʃ(2πf/(g1� fs))2/(fs/2) df, for
f¼0 to BW. Hence, its power consumption can be scaled down by
π2/ (3g12�OSR3). According to the assumption of relation (1), the
second integrator occupies only 10% of whole modulator's thermal
noise, and so, the coefficient scaling should be modified as
π2/ (0.3g12�OSR3). Using the same scaling for the next amplifiers
of the loop filter excluding the last integrator and doubling their
GBW for better modulator's stability, the final scaling coefficient
will be 2(Lc�2)π2/ (0.3g12�OSR3). The only exception is the last
integrator which prepares a fast path for the excess loop delay
compensation. Its power consumption is comparable with the first
integrator [2] or even more than it [3,5]. Using the practical results
of [2,3,5], the transconductance scaling of the last CT integrator
related to the first one is approximately 2/(0.11OSR�0.02). The
coefficient 2, in the scaling of the second to the last CT integrators,
significantly reduces their gain error (relation (14)). Due to
aforementioned explanations, the total static power consumption
of a single-stage ΣΔM with Lc CT integrators is obtained as:
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where Gmc is replaced from relation (16). The first and last terms
are corresponding to the power of the first and last amplifiers,
respectively, while the middle term estimates the power of Lc�2
remaining amplifiers.

3.2. DAC power consumption

In each modulator's sample, the CT DAC injects a current of
IDAC(t) into its corresponding integrator. The total power con-
sumption of each differential CT DAC is PDAC¼2�mean{IDAC2(t)}
RDAC where RDAC¼R (introduced in relation (3)) is the equivalent
DAC resistance and mean{.} is the averaging function. The DAC
output signal is a combination of the input signal and the quan-
tization noise. By assuming that the input signal is sinusoidal with
an amplitude of VFS/2 and the quantization noise is a random
voltage with the standard deviation of LSB/√12, the average
power consumption of a differential DAC is PDAC-CT¼2� (0.5� (VFS/
2)2þVFS/(2Nc)/√12 )/R, where VFS/(2Nc) is the quantizer's least
significant bit. Similar to the power scaling in amplifiers, the cur-
rent of next DACs are scaled down compared to the first one owing
to the noise-shaping effect. It should be noted that unlike the last
amplifier, the current of the last DAC can also be scaled.

The total power consumption of DACs in CT ΣΔMs is
approximated by:
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where gi is the gain of the i-th feedback path and nDAC is the
number of CT DACs. For feedforward and feedback architectures
with an excess loop delay compensation path, we have nDAC¼2
and nDAC¼Lcþ1, respectively.

3.3. Power consumption of clock generation

The on-chip or off-chip clock generation has its own power
overhead. The clock generation power is directly related to the
clock frequency and supply voltage [23]. Also as shown in relation
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(4), the clock jitter (or phase noise) is inversely proportional to the
admissible variance of the clock jitter. So, the power of clock
generation circuit can be estimated as:

P K
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19
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t
s CLK

dd

t
2 2σ σ
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where KCLK is a constant with a dimension of Ampere multiplied
by cubic power of second (A� s3). A typical value of KCLK can be
estimated as 0.17 mW�ps2/GHz based on the practical results of
[2] (PCLK¼14.4 mW for Vdd¼1.2 V, fs¼3.6 GHz and st¼0.23 ps).

3.4. Power consumption of quantizer(s)

Fast regenerative latches and high GBW pre-amplifiers are
needed in high speed comparators to realize the quantizers. To
reduce the regeneration time in latched comparators, the trans-
conductance of transistors should be increased which results in
more power consumption. Besides, the GBW of pre-amplifiers in
CMOS comparators should be increased to achieve a higher sam-
pling frequency. So, the quantizer power consumption is an
exponential function of its bit-length. Also, it is a linear function of
the comparison rate [24]. Therefore, the power consumption of a
quantizer can be estimated as:
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where Kquant and KDEM are the constants of quantizer and DEM
power terms with an Ampere–second (A s) dimension, respec-
tively. In relation (20), it is assumed that the quantizer bit-length is
Nc. Also, the DEM technique is used to overcome the mismatch
among the DAC unit elements. Intuitively, the power consumption
of a DEM technique is estimated with its own constant, KDEM,
similar to the power of quantizer. The reported practical results of
[3,5] show 3 mW quantizer power consumption for Vdd¼1.2 V,
fs¼0.5 GHz and Nc¼4 (Nd¼0) leading to a typical value of
Kquant¼0.3125 mA/GHz. KDEM is a percentage of Kquant (say
KDEM¼0.2 Kquant).

3.5. Power consumption of digital circuits

The clock distribution circuits, quantizer and DAC interfaces, cali-
bration circuits, etc, are the main part of digital circuits in ΣΔMs. The
decimation filters are the main digital part of ΣΔ ADCs, but usually
their power consumption are not reported [1–5], [7,8]. Besides, it may
be a feasible assumption that the power overhead of the decimation
filters to be the same for different modulators with the similar tar-
geted BWand resolution (B-bit). Hence, the power consumption of the
decimation filters is not considered here.

In a specific technology, a standard inverter with a supply
voltage of Vdd and total parasitic capacitance of Cinv has a dynamic
power consumption of Pinv¼Cinv�Vdd

2�106 W/MHz. The power
of digital circuits in CT ΣΔMs can be estimated as the power of
some standard inverters [12] as:

P L n P f 21digtal c G inv s0≈ × ( )

where nG0 is the number of standard inverters equivalent to the
whole digital circuit divided by the number of integrators.
A typical value of Pinv is 1.44 nW/MHz for Cinv¼1 fF and Vdd¼1.2 V.
The digital circuit of the fourth-order modulator (L¼LC¼4)
reported in [3] consumes 165 μW for fs¼500 MHz.

The bias circuits have their own power consumption. A con-
stant power of P0 is assumed for the bias circuits [3,5].

According to the previous analysis, the total power consump-
tion in single-stage CT ΣΔMs is estimated as the relation (22),
where Gmc is replaced from the relation (16), st2 from (8) for an
NRZ DAC and from (9) for a RZ DAC, R from (3), and fs¼2BW�OSR.
Also the parameters NF and ac are introduced in relations (2) and
(7), respectively. To trade the power of the first integrator with its
voltage swing, the integrator's gain can be selected as g1¼1/√ac.
The second integrator gain is assumed to be g2¼1/√ac, while the
next integrators has a unity gain (g3,…, gLc¼1). The first integrator
relative delay ατ¼τd/Ts¼0.136 is corresponding to the amplifier
GBW of ωu¼2πfs.
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The bandwidth of ADC's input signal and also the ADC's
sampling rate are well below the technology maximum speed (fT)
[1–9]. Therefore, all of the circuit level models are considered at
frequencies well below fT.

The technology scaling reduces the parameters Vdd, KCLK, Kquant,
KDEM, and Pinv. In a scaled CMOS technology, there are less parasitic
capacitances, and hence, a higher bandwidth can be achieved with
a predetermined transconductance (Gm). However, the scaling of
power supply voltage (Vdd) reduces the full-scale voltage (VFS) of
the input signal, and consequently, for a given dynamic range (DR),
a lower noise floor is needed. This is more visible in the migration
from a 180 nm technology to a 90 nm one. But, since the voltage
supply is almost remained constant around 1 V for CMOS tech-
nologies with feature sizes less than 90 nm, it is difficult to judge
about the effect of CMOS technology scaling on the power con-
sumption of analog circuits. Just, it can be said that the scaling of
CMOS technology cannot reduce the power of analog circuits as
well as the power of digital circuits.

3.6. Simulation results

Fig. 5 illustrates the power consumption of CT ΣΔMs versus
the required BW for three different values of the modulator's order
(LC) with Nc¼3 and OSR¼12. The curve has a linear part corre-
sponding to the power of amplifiers, DACs, digital circuits, and
quantizer. The third order region of Fig. 5 is due to the power of
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the clock generation circuits. For input signal bandwidths less than
60 MHz, the linear part is dominant, while beyond it, the third
order term becomes more important.

Fig. 6 shows the estimated power consumption of CT ΣΔMs for
different values of OSR and quantizer bit-length. The power con-
sumption can be minimized for a specific OSR or bit length
depending on the other system level parameters especially the
targeted bandwidth. Using similar plots extracted from the rela-
tion (22), the system level parameters of CT ΣΔMs can be
designed for the minimum power consumption.

Table 1 summarizes the reported power and corresponding
designed parameters of several best fabricated single-stage
CT ΣΔMs, while for each one the estimated power in relation (22)
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Fig. 6. Estimated power of a single-stage CT ΣΔM versus the OSR and Nc for B¼13,
Lc¼3 and αth¼0.7, with (a) BW¼10 MHZ, (b) BW¼20 MHz, and (c) BW¼40 MHz.

Table 1
Comparison of the estimated power from relation (22) with the reported power of seve

Reference Modulator order Lc Nc (bit) BW (MHz) OSR B (bit)

[1] 4 3.2 18 17.8 12.5
[2] 4 1 36 50 13.5
[3] 3 4 25 10 12
[4] 3 1 60 50 10.5
[5] 3 4 25 10 11.5
[8] 3 4 20 16 13
is presented. As it is seen, there is a good matching between the
estimated and experimental power consumptions. In this table,
the FoM is defined as P/(2B�2BW) where B¼[DR(dB)�1.76]/6.02.
The clock generation power was not reported for references in
Table 1, and hence, this part is removed from the estimated power
as well. The quantizer bit-length in [1] is 4, while the quantizer
power is reduced to a 3-level quantizer by digital techniques, as
considered in its power estimation. As explained in Section 2.4, for
parameters of [4], CI ¼1/(R� g1fs) ¼20 fF which is less than CI0,
and so, CI0¼200 fF and Gmc¼CI0�2πfs are considered in the power
estimation of [4].

3.7. Discussion for special case of Nc¼1

A single-bit quantizer (Nc¼1) is often used in the design of
sigma-delta modulators [2,12,16]. In this case, the power con-
sumption of the quantizer and its corresponding circuit's com-
plexity are minimized and the feedback DAC does not require any
linearization algorithm (KDEM will be zero in relations (20) and
(22)). However, a single-bit quantizer has some drawbacks espe-
cially in the high resolution wideband applications as follows

1. Due to the large amount of injected quantization noise into the
loop filter, the modulator's stability is degraded. This issue is
more critical for higher order of noise-shaping (LC). The out-of-
band gain of the modulator's NTF should be reduced enough to
handle this large amount of the quantization noise, especially
for higher values of Lc where the out-of-band gain of the NTF is
large and the stability is more affected by the excess loop delay.
The inverse of loop gain, ac, defined in relation (7), considers the
aforementioned stability requirement. By reducing Nc and/or
increasing Lc, the parameter ac is increased such that the out-of-
band gain of the NTF remains constant. Besides, αELD models the
sensitivity of higher order modulators to the excess loop delay.

2. The lower number of quantization levels limits the aggressive
noise-shaping while simultaneously the quantization noise
power is increased. So, a higher OSR with its own power penalty
should be used to suppress the quantization noise. This is
modeled in relation (10).

3. The output signal of a single-bit DAC has large variations and it
consumes more power as shown in relation (18). Besides, the
large variations of the DAC output signal enhance the effect of
clock jitter which is modeled in relations (5) and (6), for NRZ-
DAC and RZ-DAC, respectively. To preserve the modulator's
performance, the admissible value of clock jitter (relation (4))
should be reduced which requires more power (relation (19)). In
other words, although in relation (22), the power of the
quantizer is reduced when Nc¼1, but the power of the clock
generation block and the feedback DACs can significantly be
increased.

According to Fig. 3, the value of OSR trades the quantization
noise suppression with the jitter noise reduction. A higher OSR is
required to suppress the quantization noise, while it increases
both the clock jitter noise (relation (4)) and the modulator's
ral state-of-the-art wideband CT ΣΔMs.

Power (mW) FoM fJ/conv.-step Estimated power (mW) Vdd (V)

3.7 17.74 4 1.2
15 18 14.8 1.2
8.5 51 6.3 1.2
20 162.7 18.5 1.4
8 63.4 5.4 1.2
20 61 15.5 1.8
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sensitivity against the clock jitter (relations (5) and (6) for NRZ-
DAC and RZ-DAC, respectively).

Therefore, the conventional single-loop CT ΣΔMs with a sin-
gle-bit quantizer are not suitable for high resolution wideband
applications. This can be inferred from Fig. 6 where Nc¼1 leads to
the highest power consumption. Although the modulator of [2] is
designed for high resolution wideband applications by employing
a single-bit quantizer, but it uses an on-chip phase locked loop
(PLL) to reduce the clock jitter noise and a FIR-DAC to reduce the
modulator's sensitivity against the clock jitter. The power con-
sumption of the PLL circuit in [2] is approximately the same as the
whole modulator's power and the large delay of the utilized FIR-
DAC results in an undesirable peak in the signal transfer function
(STF) [2].
4. Power optimization algorithm

For a given targeted BW and resolution (B-bit), the relation (22)
can be minimized provided that αthþαjþαqþαother¼1. Respec-
tively, αth, αj, αq and αother are the share of thermal noise, clock
jitter noise, quantization noise and other errors (mitigated errors
like the DAC elements mismatch) in the modulator's noise floor.
The selected values of LC, Nc and OSR should suppress the quan-
tization noise according to the relation (10) well below the mod-
ulator's noise floor. As a simplifying assumption, αother¼ αq¼0.1
leads to αj¼0.8�αth. Thus, the design parameters of single-stage
CT ΣΔMs are LC, Nc, OSR, and αth.

4.1. Power optimization algorithm

The proposed power minimization algorithm is summarized
as:
Table 2
Design parameters corresponding to the minimum estimated power of a 13-bit
single-stage CT ΣΔM for two different bandwidths (clock generation power is not
considered).

Design parameters 10 MHz bandwidth 20 MHz bandwidth

OSR 24 16
Quantizer bit-length Nc¼3 Nc¼4
Vdd 1.2 V 1.2 V
Modulator order Lc¼3 Lc¼3
αth 0.7 0.7
Estimated power 4.9 mW 10.3 mW
Circuit level simulated power 5.1 mW 11 mW
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Fig. 7. The circuit level schematic of the simualted single-stage CT ΣΔM
1. For a given BW and resolution (B-bit), set the NF and the values
of ατ, Kquant, KDEM, Veff, KCLK, nG0, and P0 based on technology,
experimental results, and previous experiences. Typically,
ατ¼0.136, Kquant¼0.3125 mA/GHz, KDEM¼0.2Kquant, Veff¼0.2 V,
KCLK¼0.17 mA� (ps)2/GHz, Pinv¼1.44 nW/MHz, nG0¼76, and
P0¼0.7 mW.

2. Choose LC, Nc and OSR. Compute ac from the relation (7), and
IBNq from the relation (10).

3. If IBNqrαq�NF continue, otherwise go back to step 2.
4. For various values of αth, compute the power consumption from

the relation (22) and save the minimum power and its corre-
sponding design parameters.

5. Repeat the steps 3 and 4 to cover all possible values of LC, Nc,
and OSR. Recommended ranges are as follows: 0.45rαthr0.75,
1rNcr5, 3rLcr5, and 8rOSRr50.

6. Between the saved values of step 5, find the minimum power
and its corresponding design parameters.

Using the proposed algorithm with the aforementioned typi-
cal values, Table 2 reports the design parameters corresponding
to the minimum power of CT ΣΔMs for two different BWs of
10 MHz and 20 MHz and 13-bit resolution provided that
IBNq¼αq�NF. For example, Fig. 6(b) shows that in a 20 MHz
bandwidth, the minimum power is corresponding to Lc¼3, Nc¼3,
and OSR¼12. But these values cannot satisfy the relation
IBNq¼αq�NF. Hence, according to Table 2, for this example, the
optimum system level design of the modulator is Lc¼3, Nc¼4,
and OSR¼16 which leads to IBNq¼αq �NF and it is well matched
with the design of [3,5] and [8]. Also, the design of Lc¼4, Nc¼3,
and OSR¼16 for B¼13, which is suggested in [1], is very close to
the optimum design.

4.2. Design example

In order to evaluate the power estimation accuracy in Table 1,
two conventional CT ΣΔMs have been also simulated at the circuit
level using a 90 nm CMOS technology and their corresponding
simulated power is also reported in Table 2. As shown in Table 2,
the simulated circuit level power is very close to its estimated one.
The clock generation power has not been simulated in these
reported values.

In these circuit level simulations, the conventional modulator is
realized using two-stage OTAs with the feed-forward compensa-
tion [2], a conventional flash ADC [24], and resistive DACs [12].
Both simulated modulators are third order with a feedback
architecture and 3-bit quantizer. The first modulator bandwidth
and OSR are 10 MHz and 24, respectively, while the second
F lash
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modulator has a bandwidth of 20 MHz and OSR¼16. Fig. 7 shows
the circuit level schematic of the simulated modulators and their
circuit level and system level parameters are reported in
Tables 3 and 4 for BW¼10 and 20 MHz, respectively. The system-
level parameters are the feedback gains (g1,2,3), gain of the excess
loop delay compensation path (g*), and the local feedback gain
(kf1). The first D-latch samples the quantizer output by a delayed
version of the clock to remove the signal dependent delay of the
quantizer [8]. By using the output signal of the first and second
D-latches, the feedback signal multiplied by k*(1�z-1/2) is injected
into the last integrator through DAC3 and DAC4. In this way, an
excess loop delay up to 0.5� Ts is compensated for while no
amplifier is needed prior to the quantizer [8]. In order to reduce
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Table 4
Design parameters corresponding to the modulator of Fig. 7 for BW¼20 MHz.

Parameter Value Parameter Value

R1 1.5 kΩ Rfb1 68 kΩ
CI1 1 pF R3 15.6 kΩ
RDAC1 (unit) 24 kΩ CI3 150 fF
R2 17.5 kΩ RDAC3 (unit) 43.2 kΩ
CI2 150 fF Rsig3 7.8 kΩ
RDAC2 (unit) 64 kΩ RDAC4 (unit) 140 kΩ
Rsig2 8 kΩ Nc 4
g1 0.62 g2 1.3
g3 2 g* 0.9
kf1 0.023 fs 640 MHz

Table 3
Design parameters corresponding to the modulator of Fig. 7 for BW¼10 MHz.

Parameter Value Parameter Value

R1 3 kΩ Rfb1 150 kΩ
CI1 1.4 pF R3 14 kΩ
RDAC1 (unit) 24 kΩ CI3 225 fF
R2 10.2 kΩ RDAC3 (unit) 45 kΩ
CI2 300 fF Rsig3 8.2 kΩ
RDAC2 (unit) 60 kΩ RDAC4 (unit) 148 kΩ
Rsig2 7.5 kΩ Nc 3
g1 0.34 g2 0.93
g3 1.7 g* 0.75
kf1 0.01 fs 480 MHz
the voltage swing of the last integrator, its gain is reduced by a
coefficient of 2/3 in both simulations, while this is compensated
for by the quantizer gain of 1.5.

Fig. 8 shows the circuit level realization of the quantizer
including the comparator, resistive ladder, and SR latch. The gain
of quantizer was increased to 1.5 by the reference voltage scaling
(VREFP¼1 V and VREFN¼0.2 V while VDD¼1.2 V). The comparator
utilizes a fully-differential pre-amplifier to reduce both the offset
and kick-back noise of the regenerative latch. The latch is regen-
erated at the falling edge of the clock. It is designed to be fast
enough in order to reduce the meta-stability errors. SR latches are
utilized to save the data during the latch reset phase.

Fig. 9 illustrates the structure of the utilized two-stage feed-
forward compensated amplifier in both simulations. A two-stage
amplifier is selected to achieve both large DC gain and high output
swing. A feed-forward compensation scheme through Mn5 and
Vout+ Vout-

Vin-

CL CL

MP3 MP4

MP6MP5

MP8 MP10

Mn2

Mn4

Mn5 Mn6

CLKVb

e comparator, resistive ladder, and SR latch.

VDD

Vcmfb1

GND

Vout+Vout-

Vo+ Vo-

Vb3

Vb2

Vb1

Vb1-2 Vb1-2

Vin-Vin+

Vin+Vin-

Vcmfb2

Rbff Rbff

CffCff

Mn1Mn2

Mn4 Mn3

Mp1
Mp2

Mp4 Mp3

Mn5Mn6

Mp5
Mp6

Mn7Mn8

Mn9

Fig. 9. Feedforward compensated two-stage OTA.
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Mn6 transistors is utilized to achieve sufficient stability with lower
power consumption. Although due to the pole-zero doublet, this
amplifier’s transient response is not suitable for discrete-time
applications, but it is well adapted for CT applications [2]. The
common-mode feedback voltages of the first and second stages
are controlled separately via nodes of Vcmfb1 and Vcmfb2,
respectively.

In the first simulation, the GBW of first, second, and third
amplifiers were fGBW1¼492 MHz, fGBW2¼1000 MHz, fGBW2¼
1100 MHz, respectively. The GBW of first, second, and third
amplifiers in the second simulation were fGBW1¼665 MHz,
fGBW2¼1230 MHz, fGBW2¼1230 MHz, respectively. In both simula-
tions, the DC gain of all amplifiers was about 50 dB, while their
phase margins were better than 57 degree.

The simulated output power spectral density (PSD) of both mod-
ulators is shown in Figs. 9 and 10 for BW¼10MHZ and 20MHz,
respectively. The circuit noise is not considered in the reported SNDR
in these figures. By considering the circuit noise, the SNDR of both
simulations will be limited to about 82 dB (Fig. 11).
5. Conclusions

In this paper, the main error sources and the power con-
sumption in single-stage CT ΣΔMs are analytically extracted.
Based on analytical results, for a targeted BW and resolution, an
algorithm is proposed to minimize the power consumption by a
suitable design of the system level parameters including OSR,
quantizer bit-length, noise-shaping order, and thermal noise level.
The analytical power estimations and the designed parameters are
well matched with the best state-of-the-art CT ΣΔMs. In other
words, by using the proposed analytical results, the power con-
sumption of different possible designs of a CT ΣΔM with an active
RC implementation can be compared to choose the best one, while
the power estimation of the selected system is also available for
the next design steps.
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