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Digital Blind Background Calibration of
Imperfections in Time-Interleaved ADCs

Hamidreza Mafi, Mostafa Yargholi, and Mohammad Yavari, Member, IEEE

Abstract— This paper presents a digital blind background
calibration technique of imperfections in time-interleaved
analog-to-digital converters (TI-ADCs). The proposed technique
directly operates on the statistics of the input signal to continu-
ously estimate and eliminate the conversion errors resulted from
offset, gain, and timing mismatch. Behavioral simulations are
presented for a 4-channel 10-bit TI-ADC in order to verify the
effectiveness of the proposed method. The signal-to-noise-and-
distortion ratio (SNDR) is enhanced from 33.7 dB to more than
61 dB using the introduced calibration technique. This calibration
method converges after roughly 4 × 106 conversions.

Index Terms— Adaptive systems, digital background calibra-
tion, digital signal processing, time-interleaved analog-to-digital
conversion.

I. INTRODUCTION

T IME-interleaved analog-to-digital converters (TI-ADCs)
have been proposed to achieve the conversion rates

beyond limits of a given IC technology [1], [2]. The TI-ADC
is also popular in high-speed digital communication sys-
tems [3], [4]. A TI-ADC is comprised of a set of parallel
ADCs, referred to as sub-ADCs [4], [5]. In the design of
high-resolution TI-ADCs (i.e., TI-ADCs with a resolution
more than 5 bits), performance degradation arising from the
TI-ADC non-idealities, consisting of offset, gain, and timing
mismatch among the sub-ADCs, needs to be considered,
measured, and mitigated [2], [5]. In the TI-ADC, the mismatch
between the sub-ADCs is mostly unknown since the imper-
fections of the sub-ADCs are introduced during fabrication
process and they depend on temperature variations and voltage
drift. Consequently, the mismatch among the sub-ADCs must
be continuously tracked and canceled for the performance
enhancement of a TI-ADC.

Several calibration schemes have been developed for
the compensation and cancellation of the mismatch in
TI-ADCs [1]–[16]. Digital background calibration approaches
are capable of extracting and correcting the ADC non-
idealities in the background without interrupting its operation.
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So, these schemes are extensively employed in order to
alleviate the severe effects of the offset [5], [12], gain [5],
timing [1]–[11], and frequency response mismatch [13]–[16]
during the normal data conversion of the TI-ADC. A digital
calibration technique is typically comprised of estimation and
correction blocks [1], [2]. The aim of the estimation block is
to digitally extract and track the imperfections in the TI-ADC.
Besides, the correction block cancels the non-idealities in
digital or analog domains. It is often preferred to mitigate the
impact of the offset and gain mismatch between the channels
in digital domain [5], [12], and to compensate the timing
mismatch in analog domain [1], [2]. Nonetheless, the timing
mismatch can be corrected in digital domain at the expense of
complex digital circuits [4], [5]. It should be noted that most of
the timing mismatch calibration methods (e.g., [1], [2]) operate
well provided that the offset and gain mismatch among the
sub-ADCs are calibrated firstly.

This paper presents a digital blind background calibration of
the imperfections in TI-ADCs. The proposed technique contin-
uously measures and digitally removes the errors arising from
the offset, gain, and timing mismatch without interrupting the
data conversion of the TI-ADC. This scheme directly operates
on the statistics of the input signal so as to indirectly mitigate
the non-idealities in the TI-ADC. In the presented method, the
offset and gain mismatch are digitally compensated, and the
timing mismatch is cancelled in analog domain as well.

The remainder of the paper is structured as follows.
Section II briefly reviews the structure of the TI-ADC.
Section III presents the proposed digital background calibra-
tion technique. Simulation results are provided in Section IV.
Discussions are presented in Section V. Finally, Section VI
concludes the paper.

II. ARCHITECTURE OF TIME-INTERLEAVED ADCS

This section concisely describes the traditional structure of
the TI-ADC, provides the essential frameworks, and introduces
the statistical features required for the proposed calibration
technique. In this paper, all analog and digital signals are
scaled to the reference voltage for presentation convenience;
as a consequence, all signals are supposed to be distributed
within the range of [−1, 1]. Moreover, it is assumed that the
input signal probability density function (PDF) is continuous
and non-zero (as often the case). Therefore, the PDF of the
TI-ADC input signal, pVIN(Vin), is restricted to the range of
[−1, 1]. Depicted in Fig. 1 is a TI-ADC, consisting of M
sub-ADCs and operating at fs (Ts = 1/ fs). The i th sub-ADC
(i = 1, . . . , M) ideally samples the input signal at fc = fs/M
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Fig. 1. Simplified architecture of a TI-ADC.

Fig. 2. Example PDF of (a) the input signal, (b) the digital output of the
ith sub-ADC, and (c) the digital output.

with a timing delay of Ti = (M − i )/ fs to produce the
i th sampled signal, Vi [17]. Nevertheless, the i th sub-ADC
actually samples the input signal with a timing error of τi.

To begin with, an interesting property from the basic proba-
bility theory is briefly stated. Since each sub-ADC samples the
same input signal, the signals Vi (i = 1, . . . , M) are resulted
of the same source. Accordingly, it follows from the basic
probability theory that the PDF of all the sampled signals,
pV,i(Vi) (i = 1, . . . , M), are the same and identical to the
input signal PDF [18], [19], expressed as:

pV ,i (Vi ) = pV I N (Vin) , i = 1, . . . , M . (1)

Fig. 2(a) depicts a typical example of the input signal PDF.
Fig. 2(b) illustrates the PDF of the sampled signal in the i th
sub-ADC corresponding to the example PDF in Fig. 2(a).

Additionally, the difference between two consecutive sam-
ples of the input signal, Vdiff(t) = Vin(t) − Vin(t − �), can
convey information about the time difference � [1]. For this
reason, an interesting feature of the PDF pDIF(Vdiff(t)) will
be shown. The PDF of the difference signal pDIF(Vdiff(t)) is
an impulse at zero if � = 0, as depicted in Fig. 3(a). Besides,
the distribution of pDIF(Vdiff(t)) becomes wider and wider as
� increases more and more. For a special value of the time

Fig. 3. Example PDF of the difference signal for (a) � = 0, (b) 0 < � <
�ind, and (c) � = �ind.

difference, �ind, Vin(t) and Vin(t −�ind) become independent
from each other. For � = �ind, pDIF(Vdiff(t)) is equal to the
convolution of the input signal PDF with itself. The special
value of � for which Vin(t) and Vin(t−�) become independent
is given by [19]:

�ind > Ts, BW < fs/2,

�ind = Ts, BW = fs/2,

�ind < Ts, BW > fs/2, (2)

where BW stands for the bandwidth of the input signal.
Typical examples of pDIF(Vdiff(t)) for 0 < � < �ind and
� = �ind, are depicted in Fig. 3(b) and 3(c), respectively.
As shown in plots of Fig. 3, the spread of pDIF(Vdiff(t)) is
strictly proportional to the time difference � for � < �ind.
Furthermore, it is assumed that BW is limited to the Nyquist
rate.

Afterwards, the signal Vi (i = 1, . . . , M) is digitized by the
quantization block, Quan(.), to a B-bit digital output. In the
i th sub-ADC, the sampled signal is digitized as [17]:

Di = gi Vi + oi + εqi i = 1, . . . , M (3)

where Di and εqi stand for the digital output and quantization
error of the i th sub-ADC, respectively. The terms oi, gi,
and τi are the offset, gain, and timing errors in the i th sub-
ADC, correspondingly. Besides, gi, oi, and τi would be ideally
identical to 1, 0, and 0, respectively. It is worth mentioning that
the PDF distribution range of the i th sub-ADC quantization
error, pEQI(εqi), with a B-bit resolution is given by:

−�QS/2 < εqi < �QS/2 i = 1, . . . , M (4)

where �QS represents the i th sub-ADC step size equal to
�QS = 2/2B [18]. In the remainder of the paper, the quan-
tization error of sub-ADCs is neglected for the presentation
simplicity. Nevertheless, this simplification doesn’t affect the
applicability of the proposed calibration method in Section III.
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Finally, as depicted in Fig. 1, the digital outputs are
up-sampled by a factor of M , and added together in order
to generate the TI-ADC digital output [17] as following:

Dout (n) =
M∑

i=1

Di (n/M) z−i+1. (5)

In (5), Di (n/M) is equal to 0 if n is not a multiple of M,
and n also denotes the discrete time index. In the absence
of the mismatch among the sub-ADCs, it is evident that the
probability distribution of the digital output of the TI-ADC,
Dout, is equal to the digital output PDF of each sub-ADC and
the input signal PDF as shown in Fig. 2(c).

In the digital output of a TI-ADC, the offset, gain, and
timing mismatch manifest themselves by adding a repeating
sequence pattern, modulating the ideal TI-ADC digital output,
and generating a phase modulation of the ideal digital output,
respectively [2], [5], [17]. Consequently, any deviation of
these parameters from their ideal cases leads to the perfor-
mance degradation in the TI-ADC. The main goal of the
background calibration is to estimate and correct the TI-ADC
imperfections during its normal operation as the sources of
the mismatch are unknown in nature and dependent on the
variations of the ambient temperature, reference voltage drift,
and aging [2], [5].

III. PROPOSED DIGITAL BACKGROUND

CALIBRATION TECHNIQUE

This section presents the proposed digital background
measurement and cancellation of the mismatch among the
sub-ADCs based on a statistics-based estimation approach.
The presented scheme directly operates on the digital output
PDF of the sub-ADCs in order to indirectly estimate and
correct the mismatch between the sub-ADCs.

A. Statistics-Based Estimation Mechanism

In this sub-section, the required probabilistic mechanism for
the estimation and correction of the offset and gain mismatch
in the TI-ADC is described. For the time being, the timing
mismatch is ignored since it doesn’t alter the PDF shape of
the digital output of the sub-ADCs. From the basic probability
theory, it is evident that the presence of the offset and gain
errors causes the digital output PDF of the sub-ADCs to
be [18]–[20]

pD,i (Di ) = pV ,i (Di/gi − oi )/gi , i = 1, . . . , M . (6)

Fig. 4 demonstrates the example PDFs of the first and
i th sub-ADCs corresponding to the input signal PDF shown
in Fig. 2(a) in the presence of the offset and gain mismatch.
Accordingly, the offset and gain mismatch also result in the
mismatch among the digital output PDF of the sub-ADCs.
For this reason, this key feature can be utilized to indirectly
detect the offset and gain mismatch between the sub-ADCs
in digital domain. Moreover, the offset and gain mismatch
among the sub-ADCs are removed on condition that the digital
output probability distribution of all the sub-ADCs are made
equal. Because the exact PDF of the TI-ADC input signal

Fig. 4. (a) Digital output PDF of the first sub-ADC and (b) the digital output
PDF of the ith sub-ADC.

Fig. 5. (a) PDF of ith digital difference and (b) the PDF of (i − 1)th digital
difference.

is not actually available, the digital output PDF of one of
the sub-ADCs can be considered as the reference PDF rather
than the input signal PDF. In turn, the TI-ADC digital output
exhibits just offset and gain errors identical to the offset and
gain errors of the reference sub-ADC, after applying this
approach.

As explained earlier, the PDF distribution width of the
difference input signal proportionally varies with respect to the
time difference between the two samples of the input signal.
In addition, the digital output of each sub-ADC is just the
digital representation of its sampled signal in the absence of
the offset and gain mismatch. Consequently, the digital signals
Di and Di−1 are ideally the successive outcomes of the input
signal with a time difference of � = Ts. The time difference
between Di−1 and Di is practically more (or less) than the
time difference among Di and Di+1 in case the i th timing
mismatch is more (or less) than zero.

The digital differences, Ddif,i = Di − Di+1
(i = 1, . . . , M − 1) and Ddif,M = z−1 DM − D1, can be
utilized to measure and correct the timing errors [1]. Shown
in Fig. 5 are the PDF examples of Ddif,i and Ddif,i−1 in the
presence of the timing mismatch. As seen from the figure,
the PDFs pDIF,i(Ddif,i) and pDIF,i−1(Ddif,i−1) are not equally
distributed in this case. In turn, the impact of the timing
errors can be extracted and minimized through the PDFs of
the digital differences.

In reality, the use of the PDF distribution is not feasible.
Nonetheless, cumulative distribution functions (CDFs) are
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Fig. 6. Block diagram of the proposed offset and gain mismatch calibration technique.

practically utilized instead of the required PDFs for the
mismatch extraction. The CDF of a variable is given by

P (Dth) =
∫ Dth

ll
p (D)d D (7)

where ll denotes the lowest limit of the PDF p(Dth).
As evident from (7), the two CDFs are the same if and only
if their respective PDFs are identical. For this reason, a given
PDF can be actually replaced by its respective CDF.

B. Proposed Statistics-Based Calibration Technique

This sub-section introduces a digital calibration technique
for the TI-ADC imperfections based on the probabilistic
features in Section III-A. Since the presented scheme doesn’t
require any calibration signal, this calibration technique uti-
lizes a blind least-mean-square (LMS) algorithm.

First of all, the proposed offset and gain calibration (OGC)
method is presented as illustrated in Fig. 6. The digital outputs
are firstly scaled to [−1, 1] by a normalizer [see Section III-D].
In the OGC scheme, the digital output CDF of the first sub-
ADC is chosen as the reference CDF. Therefore, the calibrated
digital output CDF of the i th sub-ADC (i = 2, . . . , M) is
equalized with the calibrated digital output CDF of the first
sub-ADC. As depicted in Fig. 6, the offset and gain mismatch
between the sub-ADCs are eliminated by the addition of
adjustable digital offsets, od,i (i = 2, . . . , M), and variable
digital gains, gd,i (i = 2, . . . , M), with the following ideal
values

od,i = o1 − oi(1 + gd,i), i = 2, . . . , M, (8)

and
gd,i = (g1 − gi )/gi , i = 2, . . . , M . (9)

The primary task of the OGC technique is to continuously
adjust od,i and gd,i (i = 2, . . . , M) through the probabilistic
property in Section III-A such that (8) and (9) are satisfied.

Depicted in Fig. 7 are the example PDF of the first and
i th sub-ADCs in the presence of the offset and gain mismatch.
As seen from the figure, the CDFs for a given level, Dth, is not
equal inside the PDF range of the digital output of the first sub-
ADC. In order to equalize the CDF of the digital outputs, the

Fig. 7. Digital output PDF of the first and ith sub-ADCs.

Fig. 8. Detailed block diagram of the ith replica in the OGC method.

deviation of the calibrated digital output CDF of the sub-ADCs
from the digital output CDF of the first sub-ADC is considered
as the estimated offset and gain error defined as

eogc,i (Dth) = PD,1 (Dth) − PDC AL ,i (Dth) , i = 2, . . . , M

(10)

where Dth is an L-level equally spaced digital level, explained
in Section III-D. The calibrated digital output CDF of the
sub-ADCs are matched if and only if eogc,i (i = 2, . . . , M) are
forced to zero over the distribution interval of the digital output
of the first sub-ADC. The LMS algorithm can adaptively
make the mean of eogc,i (i.e., E[eogc,i]) equal to zero by
optimally adjusting the respective coefficients of od,i and gd,i
[21], [22], [23]. The detailed block of the i th replica of the
OGC technique is shown in Fig. 8. Because the term od,i just
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Fig. 9. Block diagram of the proposed TMC technique.

shifts the PDF of a digital output and doesn’t disturb the PDF
shape [20], [Appendix B], the LMS update equation for the
offset mismatch calibration is expressed as following

od,i (w + 1) = od,i (w) − μoeogc,i (Dth (w)) , i = 2, . . . , M

(11)

where w and μo denote the iteration index and offset step
size of the LMS algorithm, respectively [21], [22]. In addi-
tion, since the coefficient gd,i only affects the width of the
probability distribution of a digital output [20], [Appendix B],
the LMS update expression for the gain mismatch calibration
is also represented as

gd,i (w + 1) = gd,i (w) − μg HDC AL ,i (Dth (w)) eogc,i (Dth (w)) ,

i = 2, . . . , M
(12)

where μg stands for the gain step size of the LMS algo-
rithm [21], [22]. Moreover, HDCAL,i(.) denotes the shifted CDF
defined in Appendix B as PDCAL,i(.) + η where η is a con-
stant (i.e., identical to -0.5). After settling of the coefficients
od,i and gd,i, the mean of eogc,i is forced to zero.

Fig. 9 illustrates the timing mismatch calibration (TMC)
architecture. For presentation simplicity, it is assumed that
the offset and gain mismatch have been already equalized
using the above-mentioned OGC scheme similar to almost all
other timing mismatch calibration techniques, e.g., [1], [2].
For this reason, the TMC method operates on the calibrated
digital outputs Dcal,i (i = 1, . . . , M) rather than the digital
signal Di. The digital differences are firstly scaled to [−1, 1]
by a normalizer [see Section III-D]. As stated before, the
distribution of the PDFs pDIF,i(Ddif,i) (i = 1, . . . , M) can
be exploited to detect and correct the timing mismatch. The
example PDF of the i th and (i − 1)th digital differences in
the presence of the timing errors are depicted in Fig. 10.
As shown in the figure, the CDFs for a given level, Dth, is
not equal within the PDF range of the digital differences.
The CDF distribution of the digital difference must be thus
made equal so as to eliminate the timing mismatch among
the sub-ADCs. In the TMC method, the timing of the first
sub-ADC is considered as the reference (i.e., ideal). Besides,
the CDF PDIF,i(Dth) is compared with the CDF PDIF,i−1(Dth)

Fig. 10. Probability distribution of the ith and (i − 1)th digital differences.

for i = 2, . . . , M . Furthermore, the estimated timing error is
defined as

etm,i (Dth) = PDI F,i (Dth) − PDI F,i−1 (Dth) (13)

for i = 2, . . . , M to measure and correct the timing mismatch.
The variable delay lines (VDLs) are often utilized to realize

an adjustable timing correction coefficient td,i (i = 2, . . . , M)
and to mitigate the timing mismatch in analog domain [1], [2].
The LMS engine can also be used to adaptively determine the
coefficient td,i such that the mean of the respective estimated
error etm,i is removed (i.e., E[etm,i] = 0) [20], [Appendix B].
Since the coefficient td,i proportionally and monotonically
alters the spread of the PDF of a digital difference [20], the
LMS update equation can be expressed as

td,i(w + 1) = td,i (w) − μtm HDI F,i(Dth(w))etm,i (Dth (w)) ,

i = 2, . . . , M (14)

where μtm stands for the step size of the LMS engine for the
timing mismatch calibration [21], [22], and HDIF,i(.) represents
the shifted CDF as PDIF,i(.) +η with η = −0.5. In (14), the
CDF PDIF,i(.) (i = 2, . . . , M) is utilized since the sampled
signals are not practically available in TMC technique. The
detailed block of the i th replica of the TMC method is shown
in Fig. 11.

C. CDF Estimation Block

In reality, the digital output CDF of each sub-ADC is not
known; however, an estimate of a required CDF can be simply
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Fig. 11. Detailed block of the i th replica in the TMC method.

extracted as

PDx_est (Dth (w)) = 1

N

w(N+1)−1∑

n=wN

C M PDx (Dth (n)) (15)

where PDx_est(.) and N denote the estimate of the CDF
PDX(.) and the averaging size. Moreover, Dx and Dth(w)
represent a digital variable and a digital level inside the
distribution range of Dx. In (15), the operator CMPDx(Dth(w))
is equal to 0 if Dth(w) ≤ Dx (n) and identical to 1 other-
wise [20]. It can be shown that PDx_est(Dth(w)) approaches
PDX(Dth(w)) as N → ∞ [Appendix A]. Furthermore, the
mean of PDx_est(Dth(w)) is identical to PDX(Dth(w)).
Hence PDx_est(Dth(w)) is utilized as a noisy estimate of
PDX(Dth(w)). Since the estimation block needs N samples to
produce the estimated CDF PDx_est(Dth(w)), each estimated
CDF is generated every N clock cycles. Therefore, the itera-
tion index, w, is updated every N clock cycles.

D. Complete Structure of the Calibration Technique

As depicted in Figs. 6 and 9, all replicas of the OGC and
TMC techniques operate concurrently at the same time. Each
replica separately works on its own input so as to perform its
dedicated correction task. In addition, all the replicas of the
OGC and TMC blocks share Dth(w). The values of Dth(w)
must be updated every iteration, w (i.e., every N clock cycles).
In this paper, the values of these parameters are generated
as a repeating sequence. The value of a PDF outside its
distribution range is zero, and its respective CDF is also zero
(or one) for the interval below (or above) its distribution
range. Consequently, a PDF does not convey any information
for the levels of Dth(w) outside its distribution. Furthermore,
the input signal amplitude vary the distribution interval of the
calibrated digital outputs Dcal,i (i = 1, . . . , M), and both the
frequency and magnitude of the input signal alter the PDF
spread of the digital differences Ddiff,i (i = 1, . . . , M). For
this reason, a normalizer is proposed in Appendix C to scale
the distribution intervals of Dcal,i and Ddiff,i to [−1, 1]. The
inverse of the distribution intervals of Dcal,1 and Ddiff,1 are
firstly extracted by two normalizers and multiplied with Dcal,i
and Ddiff,i (i = 1, . . . , M), respectively. These scaled digital
signals are then applied to the OGC and TMC techniques.

It is worth mentioning that the variations of the correction
coefficients lead to the SNDR fluctuation. Therefore, these
parameters must be selected such that the fluctuations of the
correction coefficients remain below a desired amount despite
the fact that the values of the averaging size, N , and the step
sizes μo, μg, and μtm can be chosen arbitrary. For instance,

Fig. 12. PSD of the TI-ADC before and after the calibration with a phase
modulated 4-tone sine wave.

as the value of N decreases, the step sizes μo, μg, and μtm
need to be reduced as well.

Finally, the convergence rate and stability of the TMC
method can be affected by the offset and gain mismatch during
the concurrent operation of the TMC method and the OGC
technique. To alleviate this effect, a simple digital mechanism
can be utilized to detect when the offset and gain mismatch
drop below a certain level so as to enable the TMC technique.

IV. SIMULATION RESULTS

Several behavioral simulations have been performed in
MATLAB/Simulink to verify the effectiveness of the proposed
calibration technique. In these simulations, a TI-ADC consist-
ing of four 10-bit sub-ADCs has been utilized as an example.
Moreover, thermal noise is considered in the example TI-ADC.
In each sub-ADC, the thermal noise variance is set equal to the
variance of the quantization noise. The step size of each sub-
ADC, �QS, is thus set to 2/211. In the simulations, the timing
error in each sub-ADC is chosen as independent Gaussian-
distributed random variables with a standard deviation of 2%.
In addition, a 7-bit VDL block is utilized with a step size
of 4 × 10−4 to correct the timing mismatch in the range of
[−25×10−3, 25×10−3]. A phase modulated 4-tone sine wave
is applied to the TI-ADC. The step sizes μo, μg, and μtm are
set to 2−6, 2−4, and 2−5, respectively. The averaging size for
the CDF estimation, N , and the number of points evaluated
by the LMS algorithm, L, are set to 1024 and 8, respectively.

Depicted in Fig. 12 are the output spectra of the TI-ADC
before and after the calibration of the gain, offset, and timing
mismatch. Fig. 13 illustrates the PDF of the calibrated digital
outputs Dcal,i before and after the calibration. Fig. 14 shows
the PDF of the digital differences Ddiff,i before and after
the calibration. As seen from the figures, the spurs resulted
from the mismatch among the sub-ADCs are vanished after
the calibration, and the PDFs of the calibrated digital output
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Fig. 13. PDFs of the calibrated digital outputs of sub-ADCs with a phase
modulated 4-tone sine wave before and after the calibration.

Fig. 14. PDFs of the digital differences with a phase modulated 4-tone sine
wave before and after the calibration.

Fig. 15. Convergence of the SNDR and correction coefficients during the
calibration.

and digital differences also coincide with each other after
the calibration in contrast to their respective PDFs before the
calibration.

Additionally, an almost full-scale sinusoidal input with a
frequency of (93/257.7) fs is applied to the TI-ADC in the
following simulations. Shown in Fig. 15 are the convergence of
the coefficients gd,i, od,i, td,i, and the SNDR over time during
the calibration. The spurious-free dynamic range (SFDR) and
signal-to-noise and distortion ratio (SNDR) are enhanced from
34.5 dB and 33.7 dB to 70.2 dB and 61 dB, correspondingly,

Fig. 16. Conversion of the SNDR during the calibration with
different L and N .

after the calibration. The required number of the conversion
samples is approximately 4 × 106. The SNDR varies from
60.2 dB to 61.8 dB after the calibration. Fig. 16 illustrates
the SNDR with different values of the averaging size for the
CDF estimation, N , and the number of points evaluated by
the LMS, L. The SNDR convergence is almost immune to
the value of L and the amplitude and frequency of the input
signal. However, as the value of N is reduced, the convergence
rate of the SNDR is increased at the cost of a noisy SNDR.
It is imperative to note that the convergence rate of the
calibration scheme is restricted by the TMC technique. The
OGC method can converge 4 times faster without employing
the TMC scheme.

V. DISCUSSIONS

The OGC scheme is based on a novel concept described
in Section III-A. Moreover, the proposed TMC method pro-
vides a different perspective on the TI-ADC timing mismatch
calibration based on the approach presented in Section III-A
despite the fact that the time difference has been used to
measure the timing errors [1]. The method of [8] is just
suitable for the timing mismatch calibration of SAR ADCs,
while the TMC technique can be exploited with any type of
ADCs. Because of utilizing the OGC method, the presented
method doesn’t impose any bound on the maximum offset
mismatch in contrast to the zero-crossing detection techniques
of [9] (i.e., ZCD1 and ZCD2). However, the method of
ZCD2 is almost immune to the offset mismatch. In contrast
to [1], [2], [3], [8], the presented method mitigates the
offset and gain mismatch through the OGC scheme. Most
of the timing mismatch calibration techniques work well
(e.g., [1], [2]) on condition that the offset and gain of the
sub-ADCs are sufficiently matched prior to them. Although
the equations of (11), (12), and (14) utilize the simplifications
and approximations of Appendix B (to avoid the estimation
of the PDFs), the TMC and OGC methods have the capability
of enhancing the SNDR of a TI-ADC up to 75 dB. It must be
emphasized that the resolution of a TI-ADC is generally less
than 11 bits. The presented scheme is briefly compared with
some other techniques in Table I.

A. Digital Complexity and Power Consumption

Each replica of the CDF estimation block operates at 1/M
of the TI-ADC sampling frequency and it doesn’t require any
multi-bit multiplier as opposed to [2], [4], [5]. Each replica of
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TABLE I

COMPARISON OF THE PRESENTED TECHNIQUE WITH SOME OTHER METHODS

this block can also be realized through an up-down counter
followed by a bit shift operator. Furthermore, the counter
is reset every N counts. Nonetheless, the proposed method
requires at least twice more addition operators (mainly due to
the digital comparisons) than [1], [3], [9] at the sampling rate.

Additionally, as illustrated in Fig. 8, each replica of the off-
set calibration loop in (11) is just realized by an accumulator
and a bit shift operator. However, the hardware realization of
the LMS machine in (12) and (14) need multi-bit multipliers.
It must be emphasized that both the OGC and TMC methods
work at 1/(M N) of the TI-ADC sampling rate; consequently,
all the digital multiplications can be implemented serially
for the reduction of digital gates and die area. In contrast,
the methods of [2], [4], [5] utilize multi-bit multipliers at
the sampling rate. Furthermore, the digital timing mismatch
correction of [4], [5] lead to complex digital circuits. It is
worth to mention that the techniques of [1], [3], [9] operate
without the need for any multipliers. In fact, the outputs of
the normalizers and the most significant bits (MSBs) of the
calibrated digital outputs and the digital differences can be
practically truncated to reduce the hardware cost. It is worth
mentioning that the normalization process can also be utilized
by normalizing Dth to the calibrated digital outputs and the
digital differences. In this case, the scaled values of Dth remain
inside the distribution intervals of the calibrated digital outputs
and the digital differences. In addition, Dth can have specific
values (e.g., ±0.75 and ±0.25) for significant reduction of the
hardware cost in the required multipliers. For these reasons,
the hardware overhead of the multipliers is not significant, and
this overhead is not considered in Table I.

B. Input Signal Limitations

The proposed blind calibration technique has some limi-
tations on the statistics and bandwidth of the input signal
similar to almost all other calibration methods, e.g., [8], [9].
It is worth mentioning that the input signal of the TI-ADC
has an almost full-scale range and a continuous Gaussian
distribution in almost all applications [23]; nevertheless, the
presented method is not sensitive to the frequency and ampli-
tude of the input signal owing to the automatic normalization
process introduced in Appendix C. In the proposed calibration
mechanism, the PDF of the input signal must not exhibit zero

intervals within its distribution range. In addition, the TMC
method operates well providing that the bandwidth of the
input signal is less than half the TI-ADC sampling frequency.
Nonetheless, this method can operate with sinusoid, multi tone
sine wave, and modulated sinusoid at incoherent frequencies
(i.e., the ratio of the input frequency (or frequencies) to
the sampling frequency must not be equal to Y/V where
Y and V are integers). Furthermore, the frequency of the input
sine waves can exceed Nyquist rate due to the fact that, in
the discrete-time domain, a sine wave with a frequency of
fin/ fs is indistinguishable from a sinusoid with a frequency
of ( fin + Y × fs)/ fs where Y is an integer.

In summary, the presented calibration technique can work
with various input signals consisting of modulated sine wave,
multi tone sinusoid, and ramp. It must be emphasized that
the overall convergence rate of the described calibration tech-
nique can be affected by the frequency dependency of the
TMC method without the normalization process; for instance,
the convergence rate of the TMC technique can decrease as
the input signal frequency approaches fs/2 or 0.

C. Residual Offset and Gain Errors

The proposed calibration scheme manifests residual offset
and gain errors identical to the offset and gain of the first
sub-ADC, respectively, after the calibration. Nevertheless, the
residual offset and gain errors are not hazardous issue in most
ADC applications [20], [23], [24].

D. Selection of the Levels of Dth

The LMS algorithm iteratively determines the vari-
ables od,i, gd,i, and td,i according to the averages of
the update terms eogc(Dth), eogc(Dth) × HDCAL,i(Dth), and
etm(Dth)×HDIFF,i(Dth) over the L values of Dth, respectively.
Consequently, the values of Dth would ideally be placed
wherever the update terms have nonzero values. Since the
update terms are not exactly known and dependent on the
input signal, the values of Dth should be spaced equally
over the range [−1, 1]. Furthermore, because the probability
distributions of the digital differences are symmetrical around
Dth = 0, all the CDFs Pdiff,i(Dth) (i = 2, . . . , M) are equal
to 0.5. Therefore, the term etm,i(Dth) (i = 2, . . . , M) for
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Dth = 0 is equal to 0. As a consequence, this level doesn’t
contribute to the timing mismatch detection, and Dth should
not have a value at zero.

VI. CONCLUSIONS

In this paper, a digital blind background calibration tech-
nique of the imperfections in TI-ADCs, consisting of the
offset, gain, and timing mismatch, has been introduced. The
presented method directly operates on the statistics of the input
signal to continuously estimate and eliminate the conversion
errors resulted from TI-ADC non-idealities during the normal
data conversion operation. The SFDR and SNDR are improved
by more than 35 dB and 27 dB, respectively, through the
proposed calibration technique.

APPENDIX A

This appendix shows that the mean of PDx_est(.) is identical
to PDX(.). It follows from the basic probability that

P (C M PDx (Dth (n)) = 1) = PD X (Dth (n)) ,

P (C M PDx (Dth (n)) = 0) = 1 − PD X (Dth (n)) . (A.1)

For this reason, the expectation of CMPDx(Dth(w)) is as
following

E (C M PDx (Dth (n))) = PD X (Dth (n)) . (A.2)

Furthermore, the expectation of PDx_est(Dth(w)) is given by

E
[
PDx_est (Dth (w))

]= E

⎡

⎣1

N

w(N+1)−1∑

n=wN

C M PDx (Dth (n))

⎤

⎦.

(A.3)

The expectation of PDx_est(Dth(w)) can also be expressed as

E
[
PDx_est (Dth (w))

] = 1

N

w(N+1)−1∑

n=wN

E [C M PDx (Dth (n))].

(A.4)

It is evident from (A.2) and (A.4) that the expectation of
PDx_est(Dth(w)) is equal to PDX(Dth(w)). Moreover, it can
be easily shown that the averaging operation reduces the
standard deviation of the comparison operation by a factor of
1/N [20]. In turn, as N increases the mean of PDx_est(Dth(w))
approaches PDX(Dth(w)).

APPENDIX B

This appendix obtains the relation between the input and
output CDFs of a general linear function in the form of
Do = a0 + (1 + a1) × Di where a0 and a1 denote the
offset and gain errors, respectively. Also, the LMS update
equation through the CDF comparison is derived. From the
basic probability, it can be shown that

pDO (Do) = |1 + a1|−1 pDI

(
|1 + a1|−1 (Do − a0)

)
.

(B.1)
If the term a1 � 1, the output PDF, pDO(Do), can be
approximately expressed as following:

pDO (Do) ≈ (1 − a1) pDI (Do − a0) . (B.2)

Fig. 17. (a) Input and output CDFs in the presence of offset and gain errors,
and (b) distribution of different errors and update terms.

Furthermore, the output CDF PDO(Do) can be represented by:

PDO (Do) ≈ (1 − a1) PDI (Do − a0) . (B.3)

Besides, the variables a0 and a1 can be iteratively updated
by the LMS algorithm based on the estimated mismatch
error emis(Do) = PDES(Do) − PDO(Do) where PDES(Do)
is the desired output CDF. Therefore, the LMS machine
multiplies emis(.) with the partial derivatives ∂ PDO(.)/∂a0 and
∂ PDO(.)/∂a1 to update the parameters a0 and a1, respectively.
These partial derivatives are also expressed by:

∂ PDO (Do)/∂a0 = − (1 − a1) pDI (Do − a0) , (B.4)

∂ PDO (Do)/∂a1 = − PDI (Do − a0) . (B.5)

Due to the fact that a1 � 1, the above expressions can also
be approximated as:

∂ PDO (Do)/∂a0 ≈ −pDI (Do − a0) , (B.6)

∂ PDO (Do)/∂a1 ≈ −PDI (Do − a0). (B.7)

As shown below, emis(.) is proportional to a0. Accordingly,
(B.6) can be considered as a constant to simplify the imple-
mentation of the LMS engine. In fact, the means of emis(.)
and emis(.)×PDI(.) are always proportional to a0 and a1,
respectively. However, in practice, the LMS algorithm iter-
atively determines a0 and a1 according to the averages of the
update terms emis(Dth) and emis(Dth)×PDI(Dth) over L points
(i.e., determined by the L-level signal Dth), respectively.

Fig. 17(a) shows the CDF of a Gaussian distributed
input, PDI(.), and its respective output CDFs for two cases:
1) a0 = 0.5 and a1 = 0; 2) a0 = 0 and a1 = 2. In Fig. 17(b),
the error and update terms are depicted as well. As seen from
the figure, the signs of emis(.) and the offset, a0, are identical
for all the values of Do. Consequently, the average of emis(.)
has the same polarity as a0 regardless of the value of L.
In contrast, the sign of emis(.)×PDI(.) alters at Do = 0, and it
has an opposite sign for Do < 0. Therefore, the levels of Dth
must be chosen such that the average of emis(Dth)× PDI(Dth)
over these levels remain proportional to the gain error, a1, for
the proper operation of the LMS algorithm.

It can be argued that if the sign of PDI(.) is altered at
Do = 0, the average of emis(Dth) × PDI(Dth) over all the
L levels would remain proportional to the gain error. For this
reason, the shifted CDF is firstly defined as:

HDI (Do) = PDI (Do) + η (B.8)
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Fig. 18. Block diagram of the normalizer.

where η is a constant. Moreover, the evaluation function is
defined by:

Eval (η) =
∫ lu

ll
(emis (Do) − HDI (Do, η))2 d Do (B.9)

where ll and lu are the lower and upper limits of the distribu-
tion of Do, respectively. If Eval(η) is derived to its minimum,
emis(.) and HDI(.) have the maximum similarity (or difference);
thus, their signs alter at almost the same point. The partial
derivative of Eval(η) with respect η must be obtained and set
to zero so as to determine the desired value of η. It can be
proved that Eval(η) is minimized for

η = −
∫ lu

ll
PDI (Do) d Do/

∫ lu

ll
d Do. (B.10)

The above result is obtained considering the fact that the
mean of emis(Dth) is zero with a symmetrical input PDF and
a0 = 0. This result indicates that η must be equal to the mean
of PDI(Do). In this work, η is set to -0.5 since the mean of the
CDF of an input signal which has a symmetrical distribution
around zero is identical to -0.5. As seen in Fig. 17(b), the
average of emis(Dth) × HDI(Dth) over any L points is now
proportional to a1. The minimum number of levels, L, for a
linear system must be greater than 1 [21], [22]. It is imperative
to note that the impact of the timing mismatch on the PDF
shape of a digital difference is the same as the gain error
(i.e., a1 �= 0). Thus, the update term in (14) is the product of
the input CDF and the estimated timing error.

APPENDIX C

In this appendix, a digital normalizer is presented to
firstly estimate its input range and then obtain the inverse
of the estimated input range. As a consequence, this block
is comprised of two parts: 1) the Range Estimator; 2) the
Inverse Estimator. As depicted in Fig. 18, the range estimator
extracts the magnitude of the input signal by the absolute
operator, Abs(.). This signal is then compared with the pre-
vious value of the estimated range, RG, through the maxi-
mum extractor, Max(.). After applying a number of samples
(i.e., in this work, N samples) to the normalizer, the signal RG
will be the maximum of the input signal over the applied sam-
ples. It is worth mentioning that the range estimator must be
updated to have the capability of tracking the variations of its
input.

The variable Norm is the inverse of RG as long as the
result of Norm × RG is equal to 1. The inverse estimator
block applies the difference between Norm × RG and the
desired value, DV, (i.e., DV =1) to a discrete-time integrator

through a gain block, gn (in this work, gn = 0.1). The
gain gn determines the accuracy and convergence rate of
the inverse estimator (i.e., as the convergence rate decreases
by reducing gn, a more accurate estimate of the inverse is
obtained). Then, the integrator iteratively adjusts Norm such
that its input is made identical to zero. Since the ideal range of
the input signal would be equal to 1, the output of integrator
is initialized to 1 by adding 1 to the output of the integrator
as depicted in Fig. 18.
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